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ABSTRACT  

 

Feature selection is an effective approach to reduce the number of features of data, which enhances 

the performance of classification in machine learning. In this paper, we compare feature selection 

optimization algorithms to reduce the number of the selected features while enhancing the 

accuracy. Bio-Inspired Optimization Algorithm is based on biological evolution of nature or from 

inspirational biological environment. It is an emerging approach used to develop new and robust 

competing techniques. Optimization means making things better or most effective use of situation. 

For solving learning and data analysis problems this techniques are used for better performance. 

In Medical data analysis, optimization techniques and hybrid Bio- Inspired techniques are merged, 

it is used mainly in Machine learning and Artificial intelligence. In this paper various bio inspired 

optimization algorithms like Ant Colony Optimization (ACO), Bat Optimization (BAT), Particle 

Swarm Algorithm (PSO), Grey Wolf Optimization (GWO), Whale Optimization Algorithm 

(WOA), Slime Mould Optimization (SMA) has been applied to various classification datasets from 

the UCI machine learning repository.  

 

Keywords: Bio-Inspired, Optimization, Feature Selection, Ant Colony Optimization (ACO), Bat 

Optimization (BAT), Particle Swarm Algorithm (PSO), Grey Wolf Optimization (GWO), Whale 

Optimization Algorithm (WOA), Slime Mould Optimization (SMA). 
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I INTRODUCTION 

 

Machine learning has been widely applied in many practical applications such as data mining, text 

processing, pattern recognition and medical image analysis, and these fields often rely on the 

datasets with a large amount of data [1]. However, part of the features may be irrelevant or even 

misleading for the machine learning algorithms, which increase the computational overhead and 

reduce accuracy of classification especially for the high-dimensional datasets [2], [3]. Thus, it is 

necessary to conduct feature selections. 

 

The main principle of feature selection is to find an optimal subset of features which is 

discriminating from the full dataset, and the selected subset should remain or even enhance the 

classification performance of the original dataset [4]. Feature selections are useful methods 

because they can eliminate redundant noise from the datasets so that making the machine learning 

algorithms perform to execute faster and more efficient. In other words, by using feature selection, 

the machine learning approaches may perform better while saving costs [5]. 

 

Feature Selection techniques can be classified into filter or wrapper. If the FS approach is 

independent of the learning algorithm then it is called filter approach otherwise wrapper approach. 

The filter approach is computationally more efficient than the wrapper approach. However, the 

major drawback of the filter approach is that it may not independent of inductive biases of the 

learning algorithms that are used for the construction of the classifier. The computational overhead 

of the wrapper approach is more due to the evaluation of subset of features by using learning 

algorithms. However, the wrapper approach can provide better results than filter approach in terms 

of accuracy. 

 

Finding an optimal set of features is challenging and computationally expensive task. 

Recently, Bio-Inspired Optimization seems to be effective and reliable tools for solving several 

optimization problems (e.g., machine learning, data mining problems, engineering design, and 

feature selection) [6]. Bio-Inspired Optimization have been largely employed to solve feature 

selection problems including: GWO [7], [8], Genetic Algorithm (GA) [9], Ant Colony 

Optimization (ACO) [10], PSO [11], Differential Evolution (DE) [12], Dragon algorithm (DA) 

[13], to name a few. 

 

II RELATED WORK  

Recently, the area of optimization has gained much attention from researchers especially in hybrid 

metaheuristics field [14]. For instance, the first proposed feature selection method using hybrid 

metaheuristic was in 2004 [15] using local search methods and the GA algorithm.  

 

In the literature, PSO has been hybridized with other metaheuristics for continuous search 

space problems. In [16], for instance, a hybrid PSO with GA (PSOGA) was proposed. Other 
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similar works are: a PSO with DE (PSODE) [17], hybrid PSO and Gravitational Search Algorithm 

(GSA) (PSOGSA) [18]. Moreover, PSO was hybridized with Bacterial Foraging Optimization 

algorithm for power system stability enhancement in [19]. These hybrid approaches are aimed to 

share the strength of each other to expand the capability of exploitation and reducing the chances 

of dropping in local optimum. 

 

Similarly, GWO has gained much attention in the hybrid metaheuristics field. For instance, 

in [20] and [21], the authors have hybridized GWO with DE for test scheduling and continuous 

optimization. Tawhid and Ali [22] have hybridized GWO with GA for minimizing potential energy 

functions. Gaidhane and Nigam [23] proposed a hybridized GWO and Artificial Bee Colony 

(ABC) to improve the complex systems performance. Another hybrid method is GWOSCA 

proposed in [24] using GWO and Sine Cosine Algorithm (SCA). These studies have shown that 

the hybrid methods performed much better compared to other global or local search methods. 

 

Metaheuristics have been popular in the field of feature selection as well. For instance, a 

hybrid filter feature selection approach has been proposed in [25] using SA with GA to improve 

the search ability of GA, the performance was evaluated on eight datasets collected from UCI and 

obtained a good outcomes considering the selected number of attributes. Another study hybridized 

GA with SA and evaluated on the Farsi characters hand-printed [26].  

 

Moreover, a hybrid PSO with novel local search strategy based on information correlation 

was proposed in [27]. A hybrid GA with PSO named GPSO for wrapper feature selection using 

SVM classifier for classifying microarray data [28]. In the same filed unreliable data, the authors 

proposed a hybrid mutation operator for an improved multi objective PSO [29]. For Digital 

Mammogram datasets, a hybrid GA with PSO to enhance the feature set was proposed in [30]. In 

[31] and [32], two hybrids were proposed using ACO and GA to perform feature selection. Another 

similar method can be found in [32]. In [33], a hybrid of DE and ABC was used as a feature 

selector. For the same purpose, Nekkaa and Boughaci [34], proposed a hybrid harmony search 

algorithm with a local stochastic search. Recently, in [35] a hybrid WOA and SA was proposed 

for wrapper feature selection. Besides, a hybrid between GWO and antlion optimization (ALO) 

for feature selection was proposed in [36].  

 

In spite of the good performance of above-mentioned methods we can state that none of 

them is capable to solve all problems related to feature selection. As such, improvements can be 

made to the existing methods to enhance the solutions of feature selection problems. In the next 

section, the methodology is discussed, and the proposed binary hyper metaheuristic is clearly 

explained.  

 

Table 1:  Comparison of Various Optimization Algorithms 
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S.

No 

Optimizatio

n 

Algorithm 

Source of 

Inspiration 

Algorithm 

Advantages 

Algorithm 

parameters 

Algorithm 

Application 

1 

Ant Colony 

optimization 

(ACO) 

2004 

It is based on 

the way an ant 

colony will send 

out workers to 

hunt randomly 

for food, who 

leave 

pheromone 

trails behind 

them 

1 - Inherent parallelism 

2-Positive Feedback 

accounts for rapid 

discovery of good 

solutions 

3- Efficient for Traveling 

Salesman Problem and 

similar problems 

4-Can be used in 

dynamic applications 

(adapts to changes such 

as new distances, etc) 

Ant Colony 

optimization 

has three 

parameters: 

1 - No of ants 

2- Pheromone 

intensity 

3- Pheromone  

Evaporation 

It has been applied to job shop 

scheduling, frequency 

assignment, network load 

balancing, graph coloring and to 

detect system faults, machine 

learning related optimization, 

and bioinformatics problems. 

2 

Bat 

Optimization 

(BAT) 

2010 

Inspired from 

Echolocation 

Features for 

hunting Process. 

1-It is easy to 

successfully formulate 

for 

Continuous optimization 

problems. 

2- It is easy to implement 

because it has a 

Good capability of 

parameters 

Adjustment. 

3-it has quick 

convergence rate by 

Switching from 

intensification to 

Diversification to obtain 

optimal 

Solutions. 

4- it is considered a 

promising algorithm. 

Bat algorithm 

has Two 

parameters : 

1- Loudness 

2- pulse rate 

Bat algorithms used to Solve 

problems in many  Filed such as 

engineering,  Computer science, 

Mathematics, energy, Materials 

science and Optimization, 

Classifications ( Image 

Processing, Feature Selection, 

Scheduling, Data Mining ) and 

so on. 

3 

Grey Wolf 

Optimization 

(GWO) 

2014 

Inspired from 

the 

Social hierarchy 

and Hunting 

mechanism of 

1- It has the ability to 

avoid local optima. 

2- it provides higher 

performance in 

Unknown and 

challenging search 

Grey wolf 

Optimization 

has Only two 

Parameters: 

1- A 

2- C 

Grey wolf optimization 

Algorithm used to solve problem 

in many filed Such as 

engineering, Optimization 

problems, Multi-objective 

Problems and so on. 
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grey wolves in 

Nature. 

Space. 

3- it provides high 

performance on 

Constrained problems 

not only on 

Unconstrained problems. 

4 

Particle 

Swarm 

Optimization 

(PSO) 

1995 

It is inspired by 

the social 

behavior of bird 

flocking and 

fish schooling. 

1- Simple concept, 

2-Easy implementation 

3-Robustness to control 

parameters 

4-Computational 

efficiency when 

compared with 

mathematical algorithm 

and other heuristic 

optimization techniques 

Particle 

Swarm 

Optimization 

has two 

Parameters: 

1- p best 

2- g best 

Electronics, Electromagnetic, 

signal, image and video 

processing, neural networks, 

communication networks 

5 

Whale 

Optimization 

(WOA) 

2016 

It mimics the 

foraging of 

humpback 

whales 

The uniqueness of the 

whale algorithm is the 

ability to employ a 

random or best agent in 

the search space to chase 

the prey. It also has the 

ability to simulate the 

bubble-net attaching 

mechanisms of the 

humpback whale by 

using spirals 

Whale 

Optimization 

has two 

Parameters: 

1- b 

2- p 

Data mining, 

Machine learning, IOT, wireless 

sensor, cryptography, robotics, 

6 

Slime Mould 

Optimization 

(SMA) 

2020 

Inspired by the 

behaviors of the 

slime mold in 

obtaining the 

optimal path for 

connecting food 

1-SMA enables to 

maintain a certain 

disturbance rate while 

guaranteeing fast 

convergence, thus 

avoiding local trapping 

during fast convergence 

2-It ensures the 

efficiency of the early 

exploration and the 

accuracy of the later 

exploitation 

Slime Mould 

Optimization 

has three 

Parameters: 

1- Wrapping 

food 

2- 

Approaching 

food 

3-Finding 

food 

in optimizing constrained 

problems and SMA is also 

applicable to engineering 

optimization problems in real 

life with satisfactory 

optimization results 
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3-It can be used to 

optimize classifiers such 

as SVM and KNN 

 

III METHODOLOGY 

 

In this work, we select 10 datasets from the widely used UCI irvine Machine Learning Repository 

and the main information of these selected datasets are shown in Table 2. The outline of the work 

is depicted in Fig.1 

 

 

 

 

 

 

 

 

Fig.1 Outline of the Work 

 

1) Preprocessing 

Normalization is commonly used to maintain the balance of significance amongst the attributes, 

when attributes are on a diverse scale. When datasets are with diverse range of attributes, they are 

preprocessed by min–max normalization method. In this process all the values are transferred into 

same scale between 0 and 1, thus giving importance to the attribute even with the low range of 

value on scale. It is the method of scaling the given dataset within the specified range of values 

between 0 and 1. From the Eq. (1), the normalized feature is derived. 

 

 

2) Feature Selection  

 

a) Ant Colony Optimization (ACO) 

 

Input 

UCI Dataset 

Preprocessing 

(Min-Max Normalization) 

Feature Selection 

(Optimization Techniques) 

Selected Features 
Metrics 

Accuracy 

No. of Features Selected 

Time (s) 

 

(1) 
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ACO algorithms are based on the way an ant colony will send out workers to hunt randomly 

for food, who leave pheromone trails behind them. Where worker ants find food, they will then 

proceed back to the nest reinforcing their pheromone trail. If there are two paths to the food, 

initially ants will randomly pick a path, but over time the shorter path will be more often reinforced. 

Other ants will be attracted to follow stronger pheromone trail paths, and by this method the colony 

will swiftly find food sources, and get a large number of workers to them by the most efficient 

paths [37].  

As ACO is employed as a meta-heuristic ACO has been applied in several important areas. 

The first problem the algorithm was tested upon was the travelling salesman problem, which is 

known to be NP-hard and extremely challenging depending on the number of cities 

included[37,38]. ACO has since then been applied to engineering problems[37], vehicle routing 

problems, machine learning related optimization, and bioinformatics problems, amongst 

others[37]. It has proven to be an effective and interesting meta-heuristic algorithm. 

 

ACO suffers from many of the same issues as genetic algorithms. Its effectiveness is there, 

when enough computing power or time is available to be utilised in solving a given problem. A 

sufficient number of iterations need to be completed to achieve convergence and the algorithm can 

be extremely complex to execute, especially when the underlying search strategy is a more 

complex one[37].  

ACO is very promising when applied to single objective optimization although it has been 

somewhat overtaken in application by more common genetic algorithms or simpler search 

strategies where compute power or time is limited. There have been some efforts to modify ACO 

to multi-objective paradigm and this is an interesting avenue that is perhaps deserving of further 

study[39]. 

 

b) Particle Swarm optimization (PSO)  

 

Particle swarm optimization (PSO) is a computational intelligence oriented, stochastic, 

population-based global optimization technique proposed by Kennedy and Eberhart in 1995[9]. It 

is inspired by the social behavior of bird flocking and fish schooling.  PSO has been applied to 

many engineering problems due to its unique searching Mechanism, simple concept, 

computational efficiency and easy implementation. It utilizes a “population” of particles that fly 

through the problem hyperspace with given velocities. At each iteration, the velocities of the 

individual particles are stochastically adjusted according to the historical best position for the 

particle itself and the neighborhood best position. Both the particle best and the neighborhood best 

are derived according to a user defined fitness function.  The movement of each particle naturally 

evolves to an optimal or near-optimal solution. 

 

PSO is not largely affected by the size and nonlinearity of the problem, and can converge to the 

optimal solution in many problems where most analytical methods fail to converge. Each particle 
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(population member) in the swarm correspond to a solution in a high-dimensional space with four 

vectors, its current position, best position found so far, the best position found so far by its 

neighborhood and its velocity and adjusts its position in the search space based on the best position 

reached by itself (pbest) and its neighbor (gbest) during the search process. PSO is easier to 

implement and there are fewer parameters to adjust. PSO has a more effective memory capability 

than the GA. PSO maintains diversity as all the particles use the information related to the most 

successful particle in order to improve themselves, whereas in GA the worse solutions are removed 

and only the good ones are saved. 

 

c) Bat Optimization (BAT) 

 

The bat algorithm [40] was proposed by Xin-She Yang, based on the echolocation of micro 

bats. Bats usually use echolocation to find food. During removal, bats usually send out short pulses, 

however, when they encounter food, their pulse send out rates increase and the frequency goes up. 

The increase in frequency means frequency-tuning, which shortens the echolocations time and 

increases the location accuracy. In addition, this amazing orientation mechanism makes bats being 

able to distinguish the difference between an obstacle and a prey, allowing them to hunt even in 

complete darkness [41].  

The main two parameters that are used in this algorithm are pulse rates and emission, and 

the values of these two parameters can be tweaked. The Bat Algorithm also utilizes the frequency-

tuning method, to expand the variety of solutions that are present in the population, even though 

at the same time. It uses automatic zooming that attempts to adjust the exploration and exploitation 

throughout the process by imitating the variation of the heartbeat outflow and the loudness of the 

bats during the hunting of their preys. There is a unique ability of echolocation of micro-bats which 

can find their prey and separate different sorts of the insect in total darkness. These excellent 

characteristics make the algorithm more efficient with an excellent quick start. 

 

d) Grey Wolf Optimization (GWO) 

 

The GWO is initially proposed by Mirjalili et al. [42], and its algorithm is inspired by the 

democratic behavior and the hunting mechanism of grey wolves in the wild. In a pack, the grey 

wolves follow very firm social leadership hierarchy. The alpha(α) wolves are described as the 

leaders of the pack with male and female, which is considered as the fittest solution. The second 

level of grey wolves, which are subordinate wolves that help the leaders, is called beta (β) which 

is known as the second best solution.  

Deltas (δ) are the third level of grey wolves which has to submit to alphas and betas, but 

dominate the omega, and this level of wolves is taken as a third best solution, respectively. The 

lowest rank of the grey wolves is omega (ω), which have to surrender to all the other governing 

wolves. The candidate solutions which are left over are taken as omega (ω). In the GWO, the 
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optimization (hunting) is guided by alpha, beta, and delta. The omega wolves have to follow these, 

β and δ wolves. 

 

e) Whale Optimization Algorithm (WOA) 

 

WOA is a new metaheuristic algorithm proposed by Mirjalili and Lewis [43] and mimics 

the foraging of humpback whales. The humpback whales hunt school of krill or small fishes close 

to the surface by swimming around them within a shrinking circle and creating distinctive bubbles 

along a circle or ‘ 9’-shaped path. Encircling prey and spiral bubble-net attacking method were 

represented in the first phase of the algorithm; exploitation phase, the second phase where search 

randomly for a prey (exploration phase). The following subsections discuss the mathematical 

model of each phase in details. Note that in the equations, a uniform distribution will be used to 

generate random numbers. 

 

WOA is a new optimization algorithm [43]. It is inspired to mimic the natural behavior of 

the humpback whales. These whales are usually depending on the hunting behavior as a way of 

survival. However hunting strategy have been previously introduced to address optimization 

problems, the uniqueness of the whale algorithm is the ability to employ a random or best agent in 

the search space to chase the prey. It also has the ability to simulate the bubble-net attaching 

mechanisms of the humpback whale by using spirals [43].The modelling of this algorithm includes 

three operators simulate the search for prey (exploration phase), the encircling prey, and the 

bubble-net foraging (exploitation phase) behavior of humpback whales. 

 

f) Slime Mould Optimization Algorithm (SMA) 

 

Chen [44] has recently been proposed a new optimization algorithm inspired by the 

behaviors of the slime mold in obtaining the optimal path for connecting food. This algorithm was 

known as the slime mold algorithm (SMA). 

 The mathematical model of the SMA based on Chen proposition [44] is described in the 

following. In the first stage, when SMA searches for the food, it uses its odor in the air as a means 

of reaching the food. Based on the behavior of the slime mold, it is formulated as follows to 

simulate the contraction mode. 

 

3. Evaluation Measures  

 

The datasets are randomly partitioned into three diverse equivalent portions (e.g., validation, 

training, and testing datasets). The dividing of the data is repeated for multiple times to guarantee 

strength and measurable noteworthiness of the outcomes. The following statistical measures are 

tested from the validation data in each run: 
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1) The Average of Classification Accuracy  

 

It is an indicator depicts how precise is the classifier given the chosen set of features when 

algorithm run N times, and it is calculated as follows: 

 

 

where 𝐴𝑣𝑔𝐴𝑐𝑐𝑘 is the value of accuracy gained at run k. 

2) The Average of Selected Feature  

 

It is an indicator to the average selected features to the overall features when algorithm run N 

times, and it is calculated as follows: 

 

 

where 𝐴𝑣𝑔𝑆𝑒𝑙𝑒𝑐𝑡𝑖𝑜𝑛𝑘 is the selected features at run k, and M shows the dataset’s total number of 

features. 

3) Average Computational Time  

 

It is an indicator to the average of computational time in seconds gained when algorithm run N 

times, and it is calculated as follows: 

 

where 𝐴𝑣𝑔𝐶𝑇𝑘 is the value of computational time gained at run k. 

IV RESULTS AND ANALYSIS 

In this section, we conduct tests to evaluate the performance of the different optimization algorithm 

for feature selections.  

 

Table 2 shows the different UCI benchmark datasets and its features. 

  

(2) 

(3) 

     (4) 
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TABLE 2. UCI Benchmark datasets and its features 

 

S.No Dataset Instances 
No. 

Features 
Classes 

1 Breast Cancer 699 9 2 

2 Breast EW 569 30 2 

3 Heart EW 270 13 2 

4 Lymphography 148 18 4 

5 Lung Cancer 226 23 2 

6 Diabetic 1151 19 2 

7 Parkinsons 195 22 2 

8 Vote 300 16 2 

9 Tic-tac-toe 958 9 3 

10 Zoo 101 16 7 

 

Table 3 shows the different datasets and its extracted features. 

TABLE 3:  Classification Accuracy comparison between the optimization algorithms using 

various datasets 

S.No Dataset 
Full 

Dataset 
ANT BAT PSO WOA GWO SMA 

1 Breast Cancer 96.3 91 93 94 96 97 96.5 

2 Breast EW 93 92 94 94 97.4 98 97.7 

3 Heart EW 77 77 78 82 83.2 84 84.6 

4 Lymphography 70 70.2 69.4 71 86 92 89 

5 Lung Cancer 83 82 76.7 84 84 86 88.2 

6 Diabetic 60.3 61.3 61.3 62.85 61.3 66.2 65.1 

7 Parkinsons 78 89.2 90 90.55 90.7 92 92 

8 Vote 87 89 89 96 96 97 96 

9 Tic-tac-toe 72 72 71 74.5 79.8 86 81 

10 Zoo 80 83 86 87 87.4 88 88.3 

 

TABLE 4: Average selected features comparison using optimization algorithms. 

 

S.No Dataset 
Full 

Dataset 
ANT BAT PSO WOA GWO SMO 

1 Breast Cancer 9 5.2 5.7 5.09 4 3.6 4.2 

2 Breast EW 30 19 16.5 13 13 14 12 
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3 Heart EW 13 9.49 7.42 6.18 5.9 5.4 5.8 

4 Lymphography 18 11.05 9.2 8.3 8 7.2 7.6 

5 Lung Cancer 23 15.6 12.4 10.4 12.4 8.4 4.25 

6 Diabetic 19 13 10.4 9.5 8.5 7.44 7 

7 Parkinsons 22 18 13.8 11.2 11 8.4 10.2 

8 Vote 16 8.8 7.4 7.2 7.4 6.5 7.2 

9 Tic-tac-toe 9 6.6 6.85 6 6 5.9 5.2 

10 Zoo 16 8.3 9.7 8.4 8.1 6.3 5.9 

 

TABLE 5: Computational time (seconds) comparison between the optimization algorithms. 

S.No Dataset ANT BAT PSO WOA GWO SMO 

1 Breast Cancer 41.4 42.63 26.2 24.2 10.8 22.6 

2 Breast EW 44.3 50.92 20.02 36.7 12.6 31.5 

3 Heart EW 29.9 25.9 23.4 30 9.6 23.2 

4 Lymphography 26.7 21.4 19.5 19 8 18.3 

5 Lung Cancer 30.4 26.6 21.9 21.5 12.8 19.4 

6 Diabetic 27.7 19.5 22.3 22.1 16.4 20.3 

7 Parkinsons 31.3 27.1 26.8 25 20.2 25.3 

8 Vote 30.9 24.6 23.4 23.1 19.6 15.6 

9 Tic-tac-toe 56.89 40.4 35.9 34.4 22.3 33.2 

10 Zoo 27.02 19 18.5 19.2 14.8 17.3 

 

Conclusion  

 

Bio inspired algorithms are creating a paradigm shift in the realm of Computer Science. These 

algorithms are inspired by nature and so their boundaries are boundless. By hybridizing the 

algorithms we can proceed to the next generation modeling and computing. This work renders a 

summary of various algorithms to afford optimization and enhanced feature selection. In this 

paper, performance analysis on various Bio inspired Optimization techniques for benchmark data 

set is analyzed. Among the many optimization techniques here only six are compared. Mainly: Ant 

Colony Optimization (ACO), Bat Optimization (BAT), Particle Swarm Algorithm (PSO), Grey 

Wolf Optimization (GWO), Whale Optimization Algorithm (WOA), Slime Mould Optimization 

(SMA). Accuracy, Features selected, computational time, are calculated for all the six models. We 

found that Grey Wolf Optimization (GWO) performs well with an Accuracy, Features selected 

and Computational Time. The Slime Mould Optimization (SMA) technique comes closer to the 

accuracy measure of Grey Wolf Optimization (GWO). 
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